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(57) ABSTRACT

A method of implementing a write block read function for a
memory device includes configuring a dynamic read address
decoder to receive static read address bits as inputs thereto
and to generate an output used to implement a read operation
of'a memory location corresponding to the read address bits;
configuring a dynamic write address decoder to receive static
write address bits as inputs thereto and to generate an output
used to implement a write operation of a memory location
corresponding to the write address bits; and configuring a
static write address decoder, in parallel with the dynamic
write address decoder, to receive a portion of the static write
address bits as inputs thereto, and coupling the static write
address decoder to the dynamic read address decoder so as to
block the read operation upon an address conflict with the
write operation.

8 Claims, 4 Drawing Sheets

108

w,_7| STMEMORY CELL

LeLT L8L.C|

Rt
ADDRESS{ o

H @’E}( s o |
0B |

i
LONER
ROB




U.S. Patent Mar. 8, 2016 Sheet 1 of 4 US 9,281,025 B2

12

= & AD LE\JELAJDRESS DECODER 104
e’ WL DECODER

AD;%"S* e 1 %DWU 6T VEMORY CELL
A o wrtish %v
] ; WL O T
Wit v wit _msh = =
ADDRESS 8 3
ri kD) Lt gu 1BLC
r-" o ’ r‘(j/ PCHU B
ADDRESS 1.sh ) > 4£—
- RD B
= 4= 7 0

L 1 4q - LOWER

‘ }J RD_B

WRT B cd
|

data KT et

FIG. 1



US 9,281,025 B2

Sheet 2 of 4

Mar. 8, 2016

U.S. Patent

1z
A
\
0z e 07
mo> _\, wo> \ \
030d 530d (asw)
AT A Imm.g - e
ONZNAC 181 NAG
mﬁ\/
AN REW N30d
AT AT 9,7
ONZ DILYLS soms F
N ; P
130d 5904 (BSw)
AT AT rw_m | - 9B D
ONZNAC 181 NAG
S3p \ 534 \ N \
0z 807 207

0¢



US 9,281,025 B2

Sheet 3 of 4

Mar. 8, 2016

U.S. Patent

() >{sull {
<GrUsul
@Sl
<[>S4

<Q-0Sul

<G8l ¢
<Ol
<E-USUL ¢
<08

<| >0

<(>gsuy

M (Sil
M OSUW
R
<] L sl
<OL>0 UM S
<B>q LM QsL
<04 UM GSUl
<> W OSW
<O UM sl
<G UM OSL
<p>d LM 8L
<0 UM gSW
<Z> U gl

<|>0 U gsw
<(>9 UM qsw

T GsU
U
g

C\li."‘.‘"‘\i

<Gl>q
<>}
<g}>
<gl>q
1>q U

masomg a5 .m\m!_ QaNZ QY3 NAD

/

80€

00e

€ Ol

]

%._.5 IN

ﬁg <Gl IppE LA

A

<o ppe

v&i TIppE A
) RIIECRT

<P}l SopETIM



US 9,281,025 B2

Sheet 4 of 4

Mar. 8, 2016

U.S. Patent

wo>
asiy Qv JINYNAG D




US 9,281,025 B2

1
WRITE/READ PRIORITY BLOCKING
SCHEME USING PARALLEL STATIC
ADDRESS DECODE PATH

DOMESTIC PRIORITY

This application is a continuation of U.S. patent applica-
tion Ser. No. 14/255,509, filed Apr. 17, 2014, the disclosure of
which is incorporated by reference herein in its entirety.

BACKGROUND

The present invention relates generally to integrated circuit
memory devices and, more particularly, to a write/read prior-
ity blocking scheme using a parallel static address decode
path.

Generally, electronic circuits have significant data storage
capacities. Such capacities may be achieved with large
memories formed of several memory blocks for physical or
logical reasons. For example, such memories may include
SRAM (Static Random-Access Memory) or DRAM (Dy-
namic Access Memory). A memory controller enables the
other functions of the electronic circuit to view all the
memory blocks as a single memory, in terms of address.

In one implementation, memory blocks may have a single-
port architecture. In other words, as seen from the other
electronic circuit functions, a single-port block can only per-
form one read operation or one write operation at a time. This
memory block architecture avoids the need for overly com-
plex memory architectures or architectures consuming too
much circuit surface area. On the other hand, it may some-
times be desirable for some functions of the electronic circuit
to simultaneously perform a read operation and a write opera-
tion. In this case, other architectures, such as two-port, dual-
port, and multiple port cells have also become popular.

For memory architectures performing address decoding
that are presented with both read and write addresses at the
same bank of logical entries, a banking function can be per-
formed, which enables simultaneous read and write opera-
tions to different memory banks. In the case of multiport
arrays, simultaneous reads to any logical entry can be
achieved. However, in the case of a bank conflict where a
request is made for simultaneous read and write to the same
logical bank, a decision must be made to determine whether
the access will be a read or a write. This decision can be made
external to the memory array, in which case the desired
address is simply sent to the memory without a conflict;
however, the memory array could also perform this function
with the appropriate logic if it is known whether reading or
writing takes priority.

In the case of a write access taking priority over a read
access, the write address can be used to prevent a full read
address decode when the read and write addresses are the
same. One approach would be to use the actual write decode
in the critical decode path for the address blocking; however,
this would introduce timing complexity in the critical path,
specifically loading down the partially decoded write MSB
signals with additional wire and device load. As a result, the
write decode path timing would start to differ from that of the
read decode path, and such a difference would worsen across
process variations.

SUMMARY

In an exemplary embodiment, a method of implementing a
write block read function for a memory device includes con-
figuring a dynamic read address decoder to receive static read
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address bits as inputs thereto and to generate an output used to
implement a read operation of a memory location corre-
sponding to the read address bits; configuring a dynamic
write address decoder to receive static write address bits as
inputs thereto and to generate an output used to implement a
write operation of a memory location corresponding to the
write address bits; and configuring a static write address
decoder, in parallel with the dynamic write address decoder,
to receive a portion of the static write address bits as inputs
thereto, and coupling the static write address decoder to the
dynamic read address decoder so as to block the read opera-
tion upon an address conflict with the write operation.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

Referring to the exemplary drawings wherein like elements
are numbered alike in the several Figures:

FIG. 1 is a schematic diagram of an exemplary memory
architecture in which embodiments of the invention may be
implemented;

FIG. 2 is a schematic block diagram of a write block read
apparatus that provides a parallel static decode path to gen-
erate a write address used for blocking, in accordance with an
exemplary embodiment;

FIG. 3 is a schematic diagram of logic used to implement
the write block read function, in accordance with an exem-
plary embodiment; and

FIG. 4 is a schematic diagram of a dynamic AND gate
configured to block read pre-decode signals using a signal
from the write block read logic, in accordance with an exem-
plary embodiment.

DETAILED DESCRIPTION

As indicated above, in the case of a write access taking
priority over a read access, the write address can be used to
prevent a full read address decode when the read and write
addresses are the same. Such a scheme is utilized in embodi-
ments disclosed herein, where a version of the write decode is
used to block the read address from fully decoding. That is,
embodiments herein disclose utilizing a replicated, partially
decoded version of the write address to block the read address
from completing its decode when the write and read
addresses access the same logical bank. Unlike the above
described approach of using the actual write decode in the
critical decode path, the present scheme maintains the exist-
ing dynamic decode hierarchy for memory access, thus gen-
erating predictable timing behavior in the critical path.

Referring initially to FIG. 1, there is shown a schematic
block diagram of an exemplary memory architecture 100 in
which embodiments of the invention may be implemented.
The memory architecture 100 may, for example, be a cache
memory architecture such as an instruction cache (I-cache) or
a branch target buffer (BTB), although the principles
described herein are not so limited to these architectures. In
the embodiment depicted, the memory architecture 100 is
capable of implementing 2-port read and single port write
using a banked approach. For example, each bank may
include 16 logical entries, where 16 banks correspond to a
total 0256 logical entries per 1 macro half. The local evaluate
circuit topology controls the read and write of two consecu-
tive banks with a most significant bit (MSB)-based read, write
and restore controls, along with column specific set and data
signals.

The memory architecture 100 supports a simultaneous
2-port read to any 2 addresses within a macro half (i.e., 256
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entries), as well as a simultaneous write to 1 bank and 2 reads
to different banks. As further illustrated in FIG. 1, a set of first
and second level address decoders (AND gates) 102 receive a
first 8-bit read address (Rd0), an 8-bit write address (Wrt) and
a second 8-bit read address (Rdl). These addresses are
dynamically decoded by the first and second level address
decoders 102 via the respective local clock signals (rd0_Iclk,
wrt_lclk, rd1_lclk). The lower gates of the first and second
level address decoders 102 decode the 4 most significant bits
(MSB) of the 8-bit addresses and the upper gates of the first
and second level address decoders 102 decode the 4 least
significant bits (LSB) of the 8-bit addresses.

Wordline (WL) address decoders 104 are configured to
select a wordline (WL_T, WL_C) for a given memory cell
106 by activating the associated access transistor. The result-
ing wordline is chosen by multiplexing the reads and write
MSB/LSB address signals (r0_lsb, r0_msb, wrt_Isb, wrt_
msb, rl_lsb, r1_msb) from the output of the first and second
level address decoders 102. Additional circuitry associated
with the memory architecture 100, such as precharging
devices and bitline (data) read/write devices are not described
in further detail herein, as they are known to one skilled in the
art.

An address conflict for this architecture occurs when the
macro receives both write and read addresses to the same
bank. Thatis, if the same bank is selected for both reading and
writing, then a conflict will result on the local bitline (LBL_T/
LBL_C) such that the read address enables the memory cell
content to be read onto the bitline while the write address
enables the write data from the bitline to be written to the cell.
Such a conflict situation is exemplified by the “X** shown on
LBL_T of FIG. 1.

Referring now to FIG. 2, there is shown a schematic block
diagram of a write block read apparatus 200 that provides a
parallel static decode path to generate a write address used for
blocking, in accordance with an exemplary embodiment.
Generally stated, the write block read apparatus 200 statically
decodes the write address MSB through the first and second
level decode paths in parallel to the existing dynamic decode
paths, beginning after the address latches. The resulting stati-
cally decoded write MSB is used to gate the read second level
decode by introducing an additional device in the N-domino
decode topology of the dynamic read second level decode
circuitry as described in further detail below.

As shown in FIG. 2, the MSB of a read address and MSB of
a write address are statically received in corresponding
latches 202, 204. The first and second level dynamic prede-
coding circuitry (such as exemplified by 102 in F1G. 1) for the
MSB of the read address is depicted in blocks 208, 210,
respectively, which may collectively be referred to as a
dynamic read address decoder 211. Similarly, the first and
second level dynamic predecoding circuitry (such as exem-
plified by 102 in FIG. 1) for the MSB of the write address is
depicted in blocks 212, 214, respectively, and may collec-
tively be referred to as a dynamic write address decoder 213.
As further shown in FIG. 2, there is also included the func-
tionality of a parallel static decode path that includes a first
level static predecode block 216 and a second level static
predecode block 218. The first level static predecode block
216 is fed the MSB of the write address directly from the
latches 204, and an output of the first level static predecode
block 218 is coupled to the second level dynamic predecoding
circuitry 210 of the read address. Collectively, blocks 216 and
218 may also be referred to as a static write address decoder
219.

In operation, the write block read apparatus 200 has prior-
ity to block a read operation when the write address MSB are
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equal to the read address MSB (i.e., when the write and read
addresses correspond to the same bank. Moreover, through
the use of the parallel static write address decoder 219, the
dynamic write address decoder 213 remains dynamic to track
with the dynamic read address decoder 211. As described in
further detail below, an additional feature of the present
embodiments is the use of a V, (logic) voltage level signal to
blockaV _ (SRAM)voltage level signal. That is, two separate
voltage domain levels are used in the present approach,
wherein an exemplary logic rail voltage level may beV ;,~1.0
volts, and an exemplary memory rail voltage level may be
V_=1.1 volts.

In further detail now, FIG. 3 is a schematic diagram of logic
300 used to implement the write block read function 200 of
FIG. 2, in accordance with an exemplary embodiment. The
logic 300 includes a first 2:4 decoding segment 302 that
receives two of the four MSB from the write address latches
(206, FIG. 2) and a second 2:4 decoding segment 304 that
receives the other two of the four MSB from the write address
latches. In addition, the second 2:4 decoding segment 304
receives a write enable signal (wrt_en) as a third input thereto,
which if not enabled, prevents the logic 300 from blocking a
read operation. The 2:4 decoding segments 302, 304 corre-
spond to the first level static predecode block 216 shown in
FIG. 2. Outputs from the 2:4 decoding segments 302, 304 are
combined in a 4:16 decoding segment 306, which generates
16 output signals (msb_wrt_b<0>through msb_wrt_b<15>).
The 4:16 decoding segment 306 corresponds to the second
level static predecode block 218 shown in FIG. 2. These
output signals are then dynamically ANDed with the prede-
coded read MSB, as shown at 308. If the wrt_en is enabled,
and if the read address equals the write address, then a given
msb_wrt_b signal will block generation of the read_msb of
the same address with an active low logic level.

Referring now to FIG. 4, there is shown a schematic dia-
gram of an exemplary dynamic AND gate 400 (such as indi-
cated at 308 in FIG. 3) configured to block read pre-decode
signals using a signal from the write block read logic, in
accordance with an exemplary embodiment. As is shown, the
dynamic AND gate 400 receives, as inputs, not only the
dynamic read first level predecode signals (A, B), but also a
static write block read signal. The dynamic read first level
predecode signal A is coupled to the inputs of PFET 402 and
NFET 404, the drain terminals of which are coupled to a node
406. Node 406 in turn is coupled to an inverter stage com-
prising PFET 408 and NFET 410, the output of which is the
dynamic read MSB. A keeper PFET 412 maintains the node
406 at a logic high value, unless discharged as a result of each
of the input signals being at a logic high value as further
described below. The dynamic read first level predecode sig-
nal B is coupled to the inputs of PFET 414 and NFET 416, the
drain terminals of which are coupled to a node labeled “dotted
node” in FIG. 4.

The devices described thus far in the dynamic AND gate
400 operate with the aforementioned memory rail voltage
level V. In addition, however, the static write block read_B
signal (having a logic high value at the logic rail voltage level
of'V,,) is coupled to an NFET 418 configured between the
dotted node and NFET 404. In a “normal” or non-blocking
mode of operation, the static write block read_B signal is
maintained at an inactive or logic high level (V). In other
words, NFET 418 is rendered conductive in a non-blocking
mode of operation such that the dynamic AND gate 400 acts
as a conventional AND gate. For example, when the value of
dynamic read first level predecode signal A is “0” (regardless
of the value of dynamic read first level predecode signal B),
PFET 402 is conductive and NFET 404 is non-conductive,
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thus charging node 406 to V. As a result, the inverter stage
408/410 generates a “0” on the output of the gate.

Continuing with the non-blocking mode of operation, if the
value of dynamic read first level predecode signal A is “1”,
then PFET 402 is non-conductive and NFET 404 is conduc-
tive, which may allow node 406 to be discharged from V_,,
depending upon the value of dynamic read first level prede-
code signal B. If dynamic read first level predecode signal B
is “0”, then PFET 414 is conductive and NFET 416 is non-
conductive. Thus, there is no path to ground for the node 406
to be discharged, and it is maintained at V_, by PFET 414 and
keeper PFET 412. On the other hand, if both dynamic read
first level predecode signals A and B are “1” (again assuming
a non-blocking mode), then each of the NFETs 404, 418 and
416 are conductive, providing a discharge path to ground for
node 406. The relative strength of the NFET devices is suffi-
cient to overcome the keeper PFET 412, which results in node
406 being discharged to ground and a ““1” being generated on
the output of the gate 400.

The particular placement of the NFET 418 in the pull-down
stack between NFET 404 and NFET 416 allows an active low
signal to render NFET 418 non-conductive, which cuts off a
discharge path for node 406. Thus, even if both dynamic read
first level predecode signals A and B are “17, if the static write
block read_B signal is active low (i.e., a write block read
condition), the node is maintained at V. by PFET 412, mean-
ing that the dynamic read MSB signal is blocked (i.e., kept
low). Again, as stated above this blocking signal is statically
decoded, at a V ; voltage level.

As will thus be appreciated, the above described embodi-
ments implement a write block read addressing scheme inter-
nally to the macro but without using the actual write decode in
the critical decode path for the address blocking. This results
in avoiding the introduction of timing of complexity in the
critical path, by specifically loading down the partially
decoded write MSB signals with additional wire and device
load. With respect to physical overhead M4 metal level wire
tracks may be used to deliver long static decode signals to
second level read circuits. The static write blocking signal
must encapsulates the dynamic read first level decode signals
arriving at the read second level decoder, meeting setup and
hold requirements.

Further, the introduction of additional devices/static sig-
nals in the read decode stack enables the blocking function,
with a separate static path enabling custom tuning to meet
setup/hold requirements. The blocking function blocks a'V
(SRAM voltage level) based dynamic decode, using a V ;,
(logic voltage) based signal. Through the use of parallel write
static and decode paths, the write static decode path maintains
the same number of stages as the dynamic read and write
decode paths for better tracking of timing.

While the invention has been described with reference to a
preferred embodiment or embodiments, it will be understood
by those skilled in the art that various changes may be made
and equivalents may be substituted for elements thereof with-
out departing from the scope of the invention. In addition,
many modifications may be made to adapt a particular situa-
tion or material to the teachings of the invention without
departing from the essential scope thereof. Therefore, it is
intended that the invention not be limited to the particular
embodiment disclosed as the best mode contemplated for
carrying out this invention, but that the invention will include
all embodiments falling within the scope of the appended
claims.

What is claimed is:

1. A method of implementing a write block read function
for a memory device, the method comprising:
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configuring a dynamic read address decoder to receive
static read address bits as inputs thereto and to generate
an output used to implement a read operation of a
memory location corresponding to the read address bits;

configuring a dynamic write address decoder to receive
static write address bits as inputs thereto and to generate
an output used to implement a write operation of a
memory location corresponding to the write address
bits;

configuring a static write address decoder, in parallel with

the dynamic write address decoder, to receive a portion
of the static write address bits as inputs thereto, and
coupling the static write address decoder to the dynamic
read address decoder so as to block the read operation
upon an address conflict with the write operation,
wherein the address conflict occurs when a group of
most significant bits of the static write address bits
equals a group of most significant bits of the static read
address bits;

coupling an output of the static write address decoder to a

dynamic AND gate of the dynamic read address
decoder,

wherein the dynamic read address decoder comprises first

and second level read predecode circuitry, the first level
read predecode circuitry receiving each of the static
write address bits as inputs thereto, and the second level
read predecode circuitry including the dynamic AND
gate, and the static write address decoder receives the
group of most significant bits of the static write address
bits as inputs thereto.

2. The method of claim 1, wherein the static write address
decoder operates at a first supply voltage for logic devices and
the dynamic read and write address decoders operate at a first
supply voltage for memory devices.

3. The method of claim 1, further comprising coupling the
output of the static write address decoder to an NFET
included in a pull-down stack of the dynamic AND gate such
that when the output of the static write address decoder is
active low, the NFET is rendered non-conductive, and the
output of the dynamic read address decoder is blocked.

4. The method of claim 1, wherein the group of most
significant bits of the static write address bits comprises the
four most significant bits of eight, and the group of most
significant bits of the static read address bits comprises the
four most significant bits of eight.

5. The method of claim 4, wherein the static write address
decoder comprises a first 2:4 decoding segment that receives
two of the four most significant bits of the static write address
bits as inputs thereto and a second 2:4 decoding segment that
receives the other two of the four most significant bits of the
static write address bits as inputs thereto.

6. The method of claim 5, wherein the second 2:4 decoding
segment receives a write enable signal as a third input thereto,
which when not enabled, prevents the static write address
decoder from blocking a read operation.

7. The method of claim 1, wherein the memory device
comprises a 2-port read, single port write configuration hav-
ing a banked architecture.

8. A method of implementing a write block read function
for a memory device, the method comprising:

configuring a dynamic read address decoder to receive

static read address bits as inputs thereto and to generate
an output used to implement a read operation of a
memory location corresponding to the read address bits;
configuring a dynamic write address decoder to receive
static write address bits as inputs thereto and to generate



US 9,281,025 B2
7

an output used to implement a write operation of a
memory location corresponding to the write address
bits; and

configuring a static write address decoder, in parallel with
the dynamic write address decoder, to receive a portion 5
of the static write address bits as inputs thereto, and
coupling the static write address decoder to the dynamic
read address decoder so as to block the read operation
upon an address conflict with the write operation,
wherein the address conflict occurs when a group of 10
most significant bits of the static write address bits
equals a group of most significant bits of the static read
address bits, and wherein:

the group of most significant bits of the static write address
bits comprises the four most significant bits of eight,and 15
the group of most significant bits of the static read
address bits comprises the four most significant bits of
eight;

the static write address decoder comprises a first 2:4 decod-
ing segment that receives two of the four most significant 20
bits of the static write address bits as inputs thereto and
a second 2:4 decoding segment that receives the other
two of the four most significant bits of the static write
address bits as inputs thereto; and

the second 2:4 decoding segment receives a write enable 25
signal as a third input thereto, which when not enabled,
prevents the static write address decoder from blocking
a read operation.
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